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Abstract

High Performance Foriran (HPF) is anticipated to

be an industry-wide standard language portable from

workstations to massively parallel supercornputers, im-

plemented by many vendors. Functions needed on the

highest-perform ante parallel machines are particularly

well-supported in HPF. The definition of HPF, (ver-

sion 1, completed May 1993) incorporate feedback

from a large number of users during the language de-

sign phase.

The purpose of this workshop is to continue the in-

teraction among developers of compilers and software

tools for HPF, potential users of HPF and hardware

developers. Specifically, this workshop focuses on the

feedback from the implementors of HPF as well as

from users of the initial implementations. The re-

ports will be followed by a discussion for the purpose

of gathering user and implementor input about how

the HPF specification might be changed to strengthen

the language and make it useful for a broader class of

applications.

1 Background

The annual SuperComputing conferences have

played an important part in the development of High

Performance Fortran, starting with SC91 when Ken

Kennedy and Geoffrey Fox described the initial mo-

tivation behind the development of Fortran- D in a

panel discussing problems related to portability for

parallel computing. There waa a wide response to this

work, and by the time that SC91 was here, there was

already pressure to standardize the language associ-

ated with this research project. This was discussed

in a birds-of-a-feather session at SC91, and resulted

in the creation of the High Performance Computing

Forum (HPFF). A specific goal of HPFF was to have
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a draft language specification ready in time for work-

shop presentation calling for public feedback at SC92.

It is now appropriate that a workshop at SC93 explore

the initial experiences with the first version of HPF.

Version 1.0 of HPF language specification was re-

leased in Nlay 93 after incorporation of changes sug-

gested during the 3 month comment period [HPF-

Spec92].

2 Motivation for HPF

Since its introduction in the 1950s, Fortran has
been the language of choice for scientific and engi-

neering programming. Support for Fortran is available

on virtually all computers ranging from personal com-

puters and workstations to servers, mainframes, and

supercomput.ers. Fortran itself has evolved over this

period, most recent version being Fortran 90 which

incorporates many new features including Array Con-

structs, Elemental Intrinsic Functions, Reduction In-

trinsic Functions, Dynamic Storage Allocation, en-

hanced support for Modular Programming etc.

Exploiting the full capability of modern parallel ar-

chitectures, however, increasingly requires more infor-
mation than that can be expressed even in Fortran 90.

Such information includes indicating

● opportunities for parallel execution,

● types of available parallelism,

● data mapping among processors,

● placement of data within a single processor, and

● specification of control parallelism.

Over the last year, IIigh-Performance I?ortran Fo-

rum, an informal coalition of industrial, academic, and

government groups defined extensions to Fortran 90.

These extensions in conjunction with the base Fortran
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90 language are termed as “High-Performance Fortran
(HPF)”.

The basic goal of the HPFF was to define a lan-

guage which will serve as a platform for portable par-

allel programming. It is believed that most vendors

of parallel computers and third party compiler and

system software developers for parallel computers will

adopt HPF.

3 An Overview of HPF

HPF is designed to provide a portable extension to

Fortran 90 for writing data parallel applications. It

includes features for mapping data to parallel proces-

sors, specifying data parallel operations, and methods

for interfacing HPF programs to other programming

paradigms. HPF uses compiler directives where ever

the extensions do not cause a potential change to the

meaning of the program and explicit language exten-

sions where the semantic meaning is changed.

The parallelism in a program, expressed by con-

structs like array assignment, FORALL statements,

DO INDEPENDENT loops, intrinsic and standard li-

brary procedures, and EXTRINSIC procedures, deter-

mines how many operations a computer can possibly

do at one time. It is then the compiler’s responsibility

to schedule those operations on the physical machine

so that the program runs as fast as possible.

Communication in a program is an overhead that

opposes parallelism. HPF puts much of the burden of

communication on the compiler; the user supplies a

very high-level data mapping strategy and the system

generates the details of the communication it implies.

The data mapping directives are probably the most

publicized features in HPF. They describe how data

is to be divided up among the processors in a paral-

lel machine. The presumption is that the processor

responsible for some data (also called the processor

that owns the data) can read or write it much faster

than another processor. HPF describes the data-

to-processor mapping in two stages using the DIS-

TRIBUTE and ALIGN operations. DISTRIBUTE is

an HPF directive that describes how an array is di-

vided into even-sized pieces and distributed to proces-

sors in a regular way. ALIGN is an HPF directive that

describes how two arrays “line up” together. A group

of arrays that are usually used together in a predicable

manner may be aligned together to some base array,

or to some abstract TEMPLATE and then distributed

with a single DISTRIBUTE directive.

Additional data mapping directives allow redis-

tribution (REDISTRIBUTE) and realignment (RE-

ALIGN) of data arrays and allow specification of ab-

stract processor arrangements (PROCESSORS) for

the purpose of load balance and memory balance

across the physical processors of a machine.

The interface between subprograms requires spe-

cial features for conveying the expectations about the

distribution and alignment of the subprogram argu-

ments. Three basic forms are supported: a prescrip-

tive specification, where the programmer gives a spe-

cific mapping and the compiler coerces the argument

appropriately; a descriptive specification, where the

programmer alleges that the argument already has

certain mapping properties, and a transcriptive spec-

ification where the compiler is instructed to adapt to

whatever mapping the incoming argument may have.

When an explicit Fortran 90 interface is specified for a

subprogram, the compiler will assure conformance for

all arguments in the subprogram invocation.

Traditional FORTRAN features for storage asso-

ciation (COMMON and EQUIVALENCE) have a

strong interaction with data mapping directives. Some

uses of storage association make data mapping either

highly inefficient or even impossible, e.g. two differ-

ent distributions for arrays associated by EQUIVA-

LENCE. HPF gives a set of rules for use of COMMON

and EQUIVALENCE and supplies a SEQUENCE di-

rective to allow the programmer to specify that storage

association is required. A similar set of restrictions is

applied to passing subprogram arguments when the

shape of the argument is not the same on both sides

of the call.

The new HPF features for parallelism are primarily

syntax extensions, along with one additional directive.

The FORALL construct extends Fortran 90 array op-

erations by supplying a multi-dimensional set of index

values that are used to evaluate the results of each

statement in the construct. HPF introduces PURE

functions . These are functions that have no side-

effects and thus may be used inside a FORALL state-

ment and still provide deterministic results. The HPF

INDEPENDENT directive may be applied to either

the FORALL construct or to the Fortran DO loop. A

programmer can use it to promise the compiler that

the FORALL or DO does not make any “bad” data

accesses that force the loop to be run sequentially.

With this information, a compiler knows it is safe to

produce parallel code.

Additional HPF language extensions introduce a

few new intrinsic procedures and an extensive library.

These allow for interrogation of the machine and map-

ping characteristics and also define many data paral-

lel operations such as combining-scatter operations.
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These data parallel operations allow these common

operations to be optimized by the HPF vendor for

maximum efficiency on a given machine, while still

maintaining the portability of the user’s code.

The last new feature of HPF is a recognition that

many programs need to use more than a single pro-

gramming paradigm. The EXTRINSIC program in-

terface definition allows a programmer to give explicit

notice to the compiler that the program is entering

a different model of execution. For machines that

support MIMD type operations, HPF defines one ad-

ditional programming paradigm called HPF.LOCAL

where data references are specifically local to a pro-

cessing node rather than global to the entire processor

set.

Finally, HPF recognizes that efficient implemen-

tation of all of the HPF features in addition to full

Fortran 90 is potentially incompatible with timely

productions of compilers that allow the programmer

portable data parallel programs. As a result, a subset

of the language is defined for the purpose of encour-

aging early access to basic features.

4 Vendor Endorsenlent of HPF

Many vendors have already announced efforts to

develop software tools to support HPF. These ven-

dors include TMC, MasPar, DEC, Intel, APR, KA1

and PGI. Other active participants from the industry

who have shown considerable interest in supporting

HPF (but have not made any formal announcements

yet) include IBM, (lay Research, Convex, HP, Ncube,

Meiko, Fujitsu and Archipel.

5 Goals of tile Workshop

The main goal of this workshop is to continue the

interaction among developers of compilers, potential

users of HPF and hardware developers. Specifically,

the goals are to

●

●

●

stimulate discussion among implementors of HPF

so that they can share their experiences,

to provide feedback to the implementors from the

users and other workshop attendees, and

identify potential problem areas, limitations of

the language and identify features that may be

desirable in the newer versions of HPF.

6 WHat next for HPF?

In the interest of getting a specification completed

so that implementations could begin, HPFF know-

ingly limited discussion in some important areas. The

current plan for HPFF is to reconvene with a meeting

in early 94 calling for proposals of features that should

be included, clarified, (or even eliminated) in a second

version of HPF. This would be followed by a set of

meetings similar to the first set of HPFF meetings.

Important features for discussion include support for

unstructured arrays and parallel 1/0, in addition to

areas of the language that have been identified as need-

ing clarification.
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